**1.Spam dataset downloaded**

from:[- https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset?resource=download](https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset?resource=download)

# 2.Required libararies are imported

In [ ]: **import** numpy **as** np **import** pandas **as** pd **import** keras

**import** matplotlib.pyplot **as** plt **import** seaborn **as** sns **from** sklearn.model\_selection **import** train\_test\_split **from** sklearn.preprocessing **import** LabelEncoder **from** keras.models **import** Model **from** keras.layers **import** LSTM, Activation, Dense, Dropout, Input, Embedding **from** keras.optimizers **import** RMSprop **from** keras.preprocessing.text **import** Tokenizer **from** keras.preprocessing **import** sequence **from** keras.utils **import** to\_categorical **from** keras.callbacks **import** EarlyStopping

*#from keras.preprocessing.sequence import pad\_sequences*

**%matplotlib** inline

# 3.Read dataset and pre processing

In [ ]: df **=** pd**.**read\_csv('spam.csv',delimiter**=**',',encoding**=**'latin-1') df**.**head()

Out[ ]:

**v1 v2 Unnamed: 2 Unnamed: 3 Unnamed: 4**

1. ham Go until jurong point, crazy.. Available only ... NaN NaN NaN
2. ham Ok lar... Joking wif u oni... NaN NaN NaN
3. spam Free entry in 2 a wkly comp to win FA Cup fina... NaN NaN NaN
4. ham U dun say so early hor... U c already then say... NaN NaN NaN
5. ham Nah I don't think he goes to usf, he lives aro... NaN NaN NaN

drop the unnecessary columns with Nan values

In [ ]: df**.**drop(['Unnamed: 2', 'Unnamed: 3', 'Unnamed: 4'],axis**=**1,inplace**=True**)

In [ ]:

df**.**shape

Out[ ]:

(5572, 2)

In [ ]:

*#plot the ham and spam messages to understand the distribution* sns**.**countplot(df**.**v1) plt**.**xlabel('Label') plt**.**title('Number of ham and spam messages')

/usr/local/lib/python3.7/dist-packages/seaborn/\_decorators.py:43: FutureWar ning: Pass the following variable as a keyword arg: x. From version 0.12, t he only valid positional argument will be `data`, and passing other argumen ts without an explicit keyword will result in an error or misinterpretation .

FutureWarning

Out[ ]:

Text(0.5, 1.0, 'Number of ham and spam messages')

![](data:image/png;base64,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)

In [ ]:

1. **=** df**.**v2
2. **=** df**.**v1

*#label encoding for Y* le **=** LabelEncoder() Y **=** le**.**fit\_transform(Y)

Y **=** Y**.**reshape(**-**1,1)

**Train-test split**

In [ ]:

*#split into train and test sets*

X\_train,X\_test,Y\_train,Y\_test **=** train\_test\_split(X,Y,test\_size**=**0.20)

In [ ]: max\_words **=** 1000 max\_len **=** 150

tok **=** Tokenizer(num\_words**=**max\_words) tok**.**fit\_on\_texts(X\_train) sequences **=** tok**.**texts\_to\_sequences(X\_train)

sequences\_matrix **=** keras**.**utils**.**pad\_sequences(sequences,maxlen**=**max\_len)

# 4.Create LSTM model, 5.Add layers

In [ ]: inputs **=** Input(name**=**'inputs',shape**=**[max\_len]) layer **=** Embedding(max\_words,50,input\_length**=**max\_len)(inputs) layer **=** LSTM(64)(layer) layer **=** Dense(256,name**=**'FC1')(layer) layer **=** Activation('relu')(layer) layer **=** Dropout(0.5)(layer) layer **=** Dense(1,name**=**'out\_layer')(layer) layer **=** Activation('sigmoid')(layer) model **=** Model(inputs**=**inputs,outputs**=**layer)

# 6.compile the model

In [ ]: model**.**summary() model**.**compile(loss**=**'binary\_crossentropy',optimizer**=**RMSprop(),metrics**=**['accu racy'])

Model: "model"

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Layer (type) Output Shape Param # ================================================================= inputs (InputLayer) [(None, 150)] 0 embedding (Embedding) (None, 150, 50) 50000 lstm (LSTM) (None, 64) 29440

FC1 (Dense) (None, 256) 16640 activation (Activation) (None, 256) 0 dropout (Dropout) (None, 256) 0 out\_layer (Dense) (None, 1) 257 activation\_1 (Activation) (None, 1) 0

=================================================================

Total params: 96,337

Trainable params: 96,337

Non-trainable params: 0

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

# 7.fit the model

In [ ]: model**.**fit(sequences\_matrix,Y\_train,batch\_size**=**128,epochs**=**10,

validation\_split**=**0.2,callbacks**=**[EarlyStopping(monitor**=**'val\_loss',min\_delta**=**

0.0001)])

Epoch 1/10

28/28 [==============================] - 9s 246ms/step - loss: 0.3549 - acc uracy: 0.8626 - val\_loss: 0.1654 - val\_accuracy: 0.9742

Epoch 2/10

28/28 [==============================] - 4s 153ms/step - loss: 0.0957 - acc uracy: 0.9767 - val\_loss: 0.0468 - val\_accuracy: 0.9821

Out[ ]:

# Save the model

In [ ]: model**.**save('spam\_lstm\_model.h5')

# 9.test the model

In [ ]:

*#processing test data* test\_sequences **=** tok**.**texts\_to\_sequences(X\_test) test\_sequences\_matrix **=**

keras**.**utils**.**pad\_sequences(test\_sequences,maxlen**=**max\_len)

In [ ]:

*#evaluation of our model* accr **=** model**.**evaluate(test\_sequences\_matrix,Y\_test) print('Test set\n Loss: {:0.3f}\n Accuracy: {:0.3f}'**.**format(accr[0],accr[1]))

35/35 [==============================] - 0s 14ms/step - loss: 0.0816 - accu racy: 0.9776 Test set

Loss: 0.082

Accuracy: 0.978